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Abstract—LDA transformation is one of the popular feature 
dimension reduction techniques for the feature extraction in 
most handwritten Chinese characters recognition systems. The 
integration of the feature extraction and LDA transformation 
can be viewed as a two-directional feature transformation 
procedure, one is the pixel-level feature transformation by the 
summing up or blurring, another is by the LDA matrix, and 
the transformation coefficients are set empirically in the 
former. In this paper, we proposed a feature optimization 
method based on the gradient feature extraction by using the 
two-directional 2DLDA, which can find the optimal 
transformation coefficients in two directions. A series of 
experiments on the randomly selected 15 groups of the similar 
Chinese character samples from HCL2000 have indicated that, 
our method can effectively improve the recognition 
performance, the error rate reduction reaches 45.02% 
comparing to the traditional method, showing the effectiveness 
of the proposed approach. 
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I.  INTRODUCTION  
The recognition of handwritten Chinese characters 

(HCC) has been a very active research area in pattern 
recognition for a few decades. Although tremendous 
advances and successful applications have been achieved, it 
still remains a challenge problem, especially for unconstraint 
handwriting [1]. The public recognition contest organized in 
CCPR2010 [2] indicated that, the best system can only 
achieve 89.99% recognition accuracy for offline handwritten 
Chinese characters of the GB2312-80 level-1 set. The 
difficulties mainly come from the existence of the similar 
characters and the handwriting deformation in unconstraint 
Chinese handwriting. And the differences for some similar 
characters can be very small and are more difficult to 
identify, for examples, the characters  and , 

 and ,etc. To attack the problems, much effort is 
needed to refine every aspect of HCC recognition systems, 
among which the feature extraction is one of most important 

issues. In this paper, a new feature optimization method is 
proposed for handwritten Chinese character recognition. 

Different from the Latin family of languages, Chinese 
character is a kind of pictograph, where most of the strokes 
are composed of vertical, horizontal or two diagonal line 
segments. In terms of the directional characteristics of 
Chinese character strokes, many feature extraction methods 
have been proposed and proven to be effective for 
handwritten Chinese character recognition [3-8]. In the 
following, we will review some of the typical feature 
extraction methods for handwritten Chinese character 
recognition. Jin et al. [3] proposed a directional 
decomposition cellular feature extraction method in which 
each stroke pixel is decomposed into four directional sub-
images according to the directional property of the pixels. In 
[4], Huo et al. presented a kind of Gabor features of 
handwritten Chinese character by using a set of 2D Gabor 
filters with M different orientations. As a result, M Gabor 
features are derived as the amplitudes of the filter outputs 
corresponding to the different orientations for each pixel of 
the character image. The gradient feature is another typical 
and widely used handwritten Chinese character feature with 
very promising recognition performance, which was first 
proposed by Liu et al. for handwritten digit recognition [5] 
and later applied in handwritten Chinese character 
recognition [6]. The Sobel operators are first used to obtain 
the horizontal and vertical gradient at each image pixel, and 
then the gradient vector is decomposed into L directions. 
Thus L directional sub-patterns are created for each character 
image. The directional feature, one of most effective feature 
in online handwritten Chinese character recognition, shares 
the similar idea. For example, 8 directional sub-patterns are 
obtained for each character image [7]. To extract the 
character feature vector, the character images are usually 
divided into several sub-blocks by elastic meshing or 
uniformly grid generation, and the sub-blocks partition is 
applied on each directional sub-patterns, respectively. Then, 
in one sub-block of each sub-pattern, one feature is 
computed by either summing up [3, 6] or Gaussian blurring 
[5, 7-8]. As for the Gabor feature extraction, the amplitude of 
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the filter outputs at the center sampling point of each sub-
block is adopted as its feature. However, for the 
aforementioned feature extraction methods, one of the 
drawbacks is that the extracted features may lose the 
discriminant information embedded in the sub-blocks, 
especially for the similar Chinese characters. One intuitive 
idea to this problem is that the resolution of sub-blocks is set 
high enough, for example, to the pixel level, that is, each 
pixel is viewed as a sub-block. However, this will lead to 
very high dimension of the feature vector, such as 

3276886464 =×× for 6464 × character image using 8-
directional decomposition, the commonly used character 
image size. When the subsequent linear discriminant analysis 
(LDA) [9] is applied for feature dimension reduction, which 
is a normal case in most of current handwritten Chinese 
recognition methods, it is too time-consuming and thus not 
practical. On the other hand, the storage of LDA 
transformation matrix will become very large. 

Motivated by the successes of the two-dimensional LDA 
(2DLDA) [10] and the two-directional 2DLDA ((2D)2LDA) 
[11] for face recognition, which are the extended versions of 
traditional LDA but very time-efficient in computing the 
LDA transformation matrix, we propose to extract the pixel-
level character raw features using the existing feature 
extraction methods and then apply the two-directional 
2DLDA to optimize the raw features. As used in face 
recognition, the pixel-level character raw features are first 
converted into the character feature matrix, and then, the 
row- and column-directional feature dimension reduction are 
completed by using 2DLDA. Since LDA can find a 
projection matrix that maximizes the trace of the between-
class scatter matrix and minimizes the trace of the within-
class scatter matrix in the projected subspace. Compared 
with the existing feature extraction method, the optimized 
features will have better discriminant ability. The 
experimental results indicate that the optimized gradient 
feature by our method can outperform greatly the traditional 
gradient features in handwritten Chinese character 
recognition. 

The rest of this paper is organized as follows. We first 
review the two-directional 2DLDA approach in section 2. 
The gradient feature extraction and the optimization method 
are discussed in detail in section 3. In section 4, a series of 
experiments are given to verify the effectiveness of proposed 
method. Section 5 concludes the paper. 

II. TWO-DIRECTIONAL 2DLDA 
LDA-based dimension reduction method is first proposed 

by Fisher [9] for binary classification and extended by Rao 
[12] to multi-class classification, which transforms the 
pattern feature vectors to a lower dimensional space by an 
optimal linear projection matrix such that the between-class 
scatter is maximized while the within-class scatter is 
minimized. Since the discriminant information between 
different pattern classes is considered, the transformed 
feature vectors can not only have the lower dimension but 
also the better discriminant ability. Two-directional 2DLDA 
is an extended version of LDA [11, 13-14], which treats the 
input pattern as the 2D pattern matrix instead of the 1D 

pattern vector. As a result, the between-class scatter matrix 
and the within-class scatter matrix can have the lower 
dimensions and the optimization of the linear projection 
matrix can be computationally time efficient. 

For a C -class classification problem, suppose that the 
training pattern samples consist of the nm × pattern 
matrices },,1;,,1|{ iij NjCiXX ==∈ , iN and

i
C
i NN 1=Σ= are the training sample numbers of the ith class 

and the whole training set respectively, the two-directional 
2DLDA aims at seeking two projection matrices Z and U  
such that 

 XUZY T=  (1) 

where Y is the transformed pattern matrix with the lower 
dimensions dq × . 

Due to the difficulty of computing the optimal Z and U  
simultaneously in Fisher criterion, the optimization 
procedure is decomposed into two parts: the optimization of 
matrices Z and U , respectively. The optimal projection 
matrices *Z and *U  are defined as follows: 
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The column vectors of *Z and *U are composed of 
eigenvectors of Z

b
Z
w SS 1)( − and U

b
U
w SS 1)( −  corresponding to 

the largest q and d eigenvalues, respectively. 
For the computation of the optimal projection matrices 

*Z and *U , Ye et al. [13] gave an iterative algorithm where 
U  is fixed in calculation of Z according to (2-4), and vice 
versa for the computation ofU . Yang et al. [14] suggested 
another algorithm that assumes the matrix Z to be the unit 
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matrix in computing the optimal projection matrix *U , and 
then calculate the optimal projection matrix *Z using *U  in 
terms of (2-4). However, those two algorithms are quite 
time-consuming in the search for the best subspace 
dimensions q and d . Comparatively, Noushath et al. [11] 
suggested a simple and effective way to compute the 
projection matrices, that is, let U to be the unit matrix in 
calculation of *Z , and vice versa. In this paper, we adopt 
Noushath’s strategy in our proposed feature optimization 
method. 

III. GRADIENT FEATURE OPTIMIZATION 
The gradient feature is one of the most effective and 

frequently used features in handwritten Chinese character 
recognition. In the following, we will base the gradient 
feature [6] to describe our proposed feature optimization 
method. The optimization of some other frequently used 
features such as the Gabor feature etc. can also follow the 
similar procedure. 

To extract the gradient features, a 33×  Sobel operator 
(as shown in Fig. 1) is used to obtain the horizontal and 
vertical gradient at each pixel of the character image, 
respectively. The character image is then decomposed into a 
number of regions corresponding to L  directions with an 
equal interval Lπ2  (8 directions are most frequently used in 
the references, we also use this setting in our experiments), 
and the gradient vector of each pixel is decomposed into its 
two nearest directions in a parallelogram manner, as 
illustrated in Fig.1. In this way, L  directional sub-pattern 
images can be derived from each character image. 

 

Figure 1.  Sobel operators and the decomposing of the gradient vector. 

To extract the gradient feature vector of handwritten 
Chinese characters, the character images are usually divided 
into several sub-blocks by elastic meshing or uniformly grid 
generation and the sub-blocks partition is applied on the 
L directional sub-patterns. And then, in one sub-block of 
each directional sub-pattern, one feature is computed by 
either summing up or Gaussian blurring. Assume that 

DD× sub-blocks are partitioned, and then a LDD ××  
dimensional gradient feature vector can be formed for each 
character image. 

Take as an example the computing of the gradient feature 
vectors using the summing up and the uniformly grid 
partition. Suppose that ),,1( LDDixi ××=  be the pixel-
level gradient feature vectors formed in the 

kth ),,1( DDk ×=  sub-block and the 
lth ),,1( Ll = direction after the gradient vector 
decomposition. For each character image, it can be 
represented by a pattern matrix of the gradient features 
as ],,[ 1 LDDxxX ××= . Let v  be the gradient feature 
vectors of LDD ×× dimensions obtained by the traditional 
gradient feature extraction method [6], W be the classical 
LDA transformation matrix obtained on v , and y  be the 
transformed feature vectors, that is, vWy T= , then we have, 

XvT ]1,,1[=  (8) 

QXWXWyT == ]1,,1[  (9) 

It can be seen that the classical computation of the 
gradient feature vector takes the similar form as the 2DLDA 
transformation (as shown in equation (1)), the only 
difference is that the column directional transformation 
matrix Q  is set empirically in (9). By using the two-
directional 2DLDA method, our proposed method can learn 
the optimal matrix Q from the training samples, thus 
produces better recognition performance. In addition, we 
don’t limit the row number of matrix Q  to one in order to 
find the best parameters setting for character recognition. 

It should be noted that, as a preprocessing step, the 
nonlinear shape normalization method by line interval [15] is 
also applied on each character image to adapt the 
deformation of handwritten Chinese characters. After the 
nonlinear shape normalization, the character images are 
divided into 6488 =× sub-blocks and 8-directional gradient 
vector decomposition is adopted since those parameters 
settings are widely used to obtain the better recognition 
accuracy for 6464 ×  handwritten Chinese character images. 

IV. EXPERIMENTAL RESULTS 
To evaluate the performance of our proposed feature 

optimization method for handwritten Chinese character 
recognition, a series of experiments were carried out on 
China 863 National Handwriting Database HCL2000. 
HCL2000 contains 1000 sets of isolated handwritten Chinese 
characters from different writers, which are scanned with the 
resolution of 300 DPI and normalized into 64×64 binary 
images. In our experiments, we selected randomly 100 sets 
as the training data and 100 sets as the testing data. 

 

 

 

 
Figure 2.  Some samples of the selected similar Chinese character sets. 

We chose 15 groups of the similar Chinese characters 
from the GB2312-80 level-1 set as the testing character sets, 
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each group containing 10 similar Chinese characters. The 
similar character sets are selected from the top candidates 
given by another recognition engine. Fig.2 shows some 
samples of the selected character sets. In the experiments, we 
repeated the recognition test on each group respectively, and 
the feature match technique based on the minimum 
Euclidean distance was used to give the recognition results. 

As a basis for comparison, we implemented the gradient 
feature extraction methods according to the following 3 
cases: (1) the elastic meshing and the summing up are used 
in feature computation (denoted as M1); (2) the uniformly 
grid partition and the summing up are adopted (denoted as 
M2); (3) the uniformly grid partition and the Gaussian 
blurring are used (denoted as M3). In all 3 cases, 88×  sub-
blocks are divided. When using the uniformly grid partition, 
the nonlinear shape normalization method by line interval 
[15] is applied. For the Gaussian blurring, the recommended 

setting of the wavelength in [7] is used. The test results are 
listed in Fig.3 and Table 1. 
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Figure 3.  The recognition performance comparison on each group of 
similar Chinese characters (The feature dimension is reduced to 9 in all 

methods) 

TABLE I.  AVERAGE RECOGNITION PERFORMANCE COMPARISON WITH DIFFERENT GRADIENT FEATURE EXTRACTION METHODS 

Method M1 M2 M3 Our method Our method (best 
result) 

Feature dimension after 
reduction 9 9 9 1 × 9 1 × 13 

Average Recognition 
 Rate (%) 87.92 86.93 88.16 92.45 93.49 

 
From the Fig.3, we can see that our method always gives 

the highest recognition rates in all groups of the tested 
similar Chinese characters. In Table 1, we computed the 
average recognition rate on all 15 groups of testing samples, 
it can be seen that, our proposed feature optimization method 
gives the best recognition rate and the error rate reduction 
reaches 36.23% (Feature dimension is reduced to 91× ) and 
45.02% (the best result) comparing to M3, showing the 
effectiveness of our proposed method. 

V. CONCLUSIONS 
LDA transformation is one of the most frequently used 

feature dimension reduction algorithms in handwritten 
Chinese character recognition, which can maximize the 
between-class scatter and minimize the within-class scatter. 
The transformed features can not only have the lower 
dimension but also the better recognition performance. By 
using an extended version of LDA, two-directional 2DLDA, 
we proposed a feature optimization method based on the 
gradient feature in this paper. A series of experiments on 
HCL2000 have shown that our method can effectively 
improve the recognition performance, and the error rate 
reduction reaches 36.23% and 45.02% (our best result) 
comparing to the best gradient features. It is worthwhile to 
note that our method can also be used in the other feature 
extraction methods. 
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